Experimental comparison of 3D vision sensors for mobile robot localization for industrial application: stereo–camera and RGB–D sensor
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Abstract—While RGB–D sensors are becoming more and more popular in mobile robotics laboratories, they are usually not yet adopted for industrial applications. In fact, in this field, depth measurements are generally acquired by means of laser scanners and, when visual information is needed, by means of stereo–cameras. The aim of this paper is to perform an experimental validation, to compare the performance of a stereo–camera and an RGB–D sensor, in a specific application: mobile robot localization for industrial applications. Experiments are performed exploiting artificial landmarks (defined by a self–similar pattern), placed in known positions in the environment.

I. INTRODUCTION

This paper aims at providing experimental comparison of 3D vision technologies in the field of mobile robot localization in industrial applications.

Mobile robots are nowadays widely adopted in manufacturing plants. A remarkable example is represented by AGVs (Automated Guided Vehicles) used for end–of–line activities [1]–[3]. As for most of mobile robots applications, localization is a crucial issue: robots need to be able to measure their current position, in order to perform their tasks.

Global localization is typically solved, in industrial environments, by means of laser trilateration: each robot is equipped with a laser scanner, which measures the distance with respect to opportunely placed reflectors, that are used as landmarks. The position of each landmark is stored in a map, so that trilateration can be used by the robots to compute their global position. The main drawback of this technology is that, in order to provide reliable localization in a cluttered environment (which is typically the case in a manufacturing plant) hundreds to thousands of landmarks are required [3]. This fact makes the installation of this kind of systems very expensive and intrusive.

To avoid this issue, natural landmarks could be used, instead of artificial ones. Natural landmarks [4] are features of the environment that are easily recognizable by means of sensors. If the position of these features is measured with respect to the map of the environment, they can be used for mobile robots localization. In [4] and references therein, laser scanners are used to identify natural landmarks: however, when moving in a manufacturing plant, robots need to cope with highly cluttered, wide environments, with the presence of several symmetries.

Hence, vision sensors appear necessary to acquire sufficiently reach data.

More specifically, 3D vision sensors provide both visual and distance information: hence, they may be adopted to identify natural landmarks while measuring their relative position. On these lines, some pioneering works may be found in the literature [5], where 3D vision based localization algorithm are validated in simplified simulated frameworks.

Stereo–cameras has been adopted, since the 1950s, to acquire three–dimensional images. They are cameras with two (or more) lenses, with a separate image sensor for each lens. This allows the camera to simulate human binocular vision, and therefore gives it the ability to capture three–dimensional images. This is obtained comparing the two images: as the distance between the two lenses is known, the so called disparity image may be computed, from which depth may be determined [6]. Moreover, depth information can be obtained combining vision with laser, or structured light. On these line, in the last few years, RGB–D sensors are becoming more and more popular: these sensors exploit structured light to acquire both visual (RGB) and depth (D) information about the environment [7]. However, depth measurement performance is considerably lower, if compared to a traditional laser scanner [8].

Visual localization have been widely adopted, in the last few years, for mobile robotics applications, as described, for instance, in the survey paper [9]. In [10] stereo vision is used for localization and SLAM (Simultaneous Localization and Mapping), using a stereo–camera that acquires the position of known landmarks, in indoor environment. Conversely, the work in [11] presents an outdoor visual localization application, that exploits an omni–directional camera to acquire the relative positions of some features of the environment, namely edges. Stereo–cameras are exploited in [12] for rough localization in small agricultural fields.

Due to their relatively low cost, RGB–D sensors have been extensively adopted, in the last few years, in the robotics research community. These sensors are generally used in laboratory scale experiments, for visual odometry [13], detection of humans [14], object recognition [15], obstacle avoidance [16] and localization [17].
To the best of the authors’ knowledge, RGB–D sensors are not usually employed in industrial environment. A first comparison between stereo–cameras and RGB–D sensors may be found in the literature in [18], where the performance of the two sensors is compared in a domestic environment, for elderly people monitoring.

Then, the main objective of this paper is to provide an experimental evaluation of the performance of two different classes of 3D vision sensors, regarding the localization application: a stereo–camera, and an RGB–D sensor. Conversely, feature recognition is out of the scope of this paper, and will be addressed subsequently. Hence, we introduce visual artificial landmarks that, given a specific pattern, are easily recognizable in the environment. Localization is then obtained with respect to the landmarks themselves, whose positions are previously recorded with respect to the map of the environment [19]. This allows us to focus our attention on sensors’ performance, without being influenced by specific issues, related to object recognition algorithm.

The contribution of the paper may then be summarized as follows:

1) We implement a localization algorithm that exploits Extended Kalman Filter for data fusion of odometry with 3D visual information. Specifically, 3D vision sensors are used to compute the relative positions of self–similar landmarks, that were previously exploited in the literature for navigation purposes.

2) We experimentally compare the accuracy of the relative position measurements provided by a stereo–camera and by an RGB–D sensor.

3) We experimentally evaluate the performance of the visual localization system, comparing the results obtained with the stereo–camera and with the RGB–D sensor.

The outline of the paper is as follows. Section II describes the adopted 3D vision sensors, and provides the main characteristics of the landmarks used for localization. In Section III we experimentally compute the covariance matrices associated to the measurements provided by the sensors. Section IV describes the the localization algorithm based on Extended Kalman Filter. Experiments are then described in Section V. Finally, Section VI gives some concluding remarks.

II. DESCRIPTION OF THE ADOPTED TECHNOLOGY

A. 3D vision sensors

As stated in the Introduction, we are interested in comparing the performances of two different technologies to acquire 3D vision data: stereo–camera and RGB–D sensor. In this section we briefly describe the sensors employed in our experimental setup.

1) Microsoft Kinect RGB–D sensor:

Microsoft Kinect is a low cost 3D vision sensor developed for video–game purpose. The Kinect sensor [20] is a horizontal bar connected to a small base with a motorized pivot (Fig. 1). The device features an RGB camera, coupled with a depth sensor, that is an infrared projector (infrared light emitter) combined with a monochrome CMOS sensor (infrared detector), which captures video data in three dimensions under varying ambient light conditions. The acquired image has a resolution of 640 × 480 pixel. Visible and depth information can be acquired at a maximum rate of 30Hz.

![Fig. 1: Microsoft Kinect RGB–D sensor](image)

As Kinect is intended for video–game purpose, it is a very low cost sensor: its price ranges 120.00 to 160.00 euro.

2) PointGrey Bumblebee2 Stereo–camera:

PointGrey Bumblebee2 [21] is a FireWire (IEEE–1394) stereo–camera, which is equipped with two Sony 1/3” progressive scan color CCD sensors. The image may be acquired at a resolution of 1024 × 768 pixel with a rate of 20Hz, or with a resolution of 640 × 480 pixel with a rate of 48Hz. The camera is pre–calibrated against distortion and misalignment (RMS calibration error is guaranteed to be within 0.1 pixel). As Bumblebee2 stereo–camera is intended for professional use, it is considerably more expensive then Kinect: in fact, its price is around 2300.00 euro.

B. Self–similar landmarks

Exploiting information acquired by means of the 3D vision sensors, the robot is supposed to autonomously localize itself with respect to a map. More specifically, artificial landmarks are placed in the environment, and their positions are stored, with respect to the global map.

Hence, the robot is required to identify the landmarks, to measure their relative position, and subsequently to localize itself.
As stated in the Introduction, the main purpose of replacing laser scanners with vision sensors is the possibility to exploit the so called natural landmark: avoiding the need for artificial landmarks would significantly reduce the installation costs for mobile robotic systems in industrial applications. However, unique identification of natural landmarks in dynamic environments is a hard problem. Conversely, for localization purposes, exact identification and measurement of the relative position of the landmarks is critical. Hence, as the purpose of this paper is to compare the performance of two different kind of 3D vision sensors, we consider a simplified localization framework: specifically, we introduce artificial landmarks that are reliably identifiable.

In particular, we exploit self–similar landmarks, introduced in [22] for navigation purposes. An example of self–similar landmark is represented in Fig. 3. More specifically, these landmarks are defined by means of self–similar intensity patterns. A function \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) is \( p \)-similar for the scale factor \( p \), where \( 0 < p < 1 \), if \( f(px) = f(x) \), \( \forall x > 0 \). Hence, a \( p \)-similar function is identical to itself scaled by \( p \) in the \( x \) direction. Consequently, a \( p \)-similar pattern can be detected in the environment, by comparing the observed intensity pattern to a version of itself scaled by \( p \). This characteristic makes the identification of this kind of landmarks very reliable [22].

As shown in Fig. 3, the left–hand side of the landmark represents a self–similar pattern, while the right–hand side of the landmark encodes the unique identifier of each landmark as a binary code. The position of each landmark (with respect to the map) is then stored, as well as its unique identifier. As will be explained in the next sections, these data will be exploited for localization purpose, acquiring the relative positions of the landmarks with the 3D vision sensors.

III. EXPERIMENTAL CHARACTERIZATION OF THE 3D VISION SENSORS

In order to evaluate the performance of a localization algorithm based on 3D vision, it is necessary to analyze the quality of the measurements provided by the sensors.

The quality of a measurement can be quantified by means of the associated covariance matrix [23]. Generally speaking, in fact, a sensor provides inaccurate data: the covariance matrix is a positive semidefinite and symmetric matrix, that measures the squared expected deviation from the mean value of the acquired data.

The covariance matrix may be estimated performing repeated experiments, and analyzing the acquired data set. In this particular application, we are interested in measuring the relative position of an object, with respect to the current position of the sensor. As we are considering wheeled mobile robots moving in indoor environment, we are interested in computing two–dimensional relative positions, on a plane identified by the ground floor.

More specifically, let \((x_s, y_s)\) be the sensor’s reference frame, where the \(y_s\) axis is parallel to the sensor’s optical axis. Then, experiments have been performed to evaluate the accuracy of the sensors in measuring the relative position of an object, along the \(x_s\) and \(y_s\) axes.

In particular, we measured the relative position of a landmark (described in Section II-B) with respect to both the adopted sensors. We experimentally verified that, with the RGB–D sensor’s resolution (640 \( \times \) 480 pixel) a landmark is correctly identifiable if its distance is between 1\(m\) and 3\(m\). Conversely, exploiting the full resolution of the stereo–camera (1024 \( \times \) 768 pixel) landmarks are identifiable up to 4\(m\).

As the aim of the experiments is to compare the performance of two different technologies, it is necessary to use the same conditions in both cases: specifically, we adopted the same resolution for both sensors, namely 640 \( \times \) 480 pixel. Thus, the experiments were performed as follows:

- The measurement errors along the \(x_s\) and \(y_s\) axes have been measured independently:
  - the \(y_s\) coordinate of the landmark has been varied from 1\(m\) to 3\(m\), while keeping \(x_s = 0m\).
  - the \(x_s\) coordinate of the landmark has been varied from \(-1.25m\) to \(+1.25m\), while keeping \(y_s = 2.5m\).
- We acquired 25 images for each axis and for each sensor.

The covariance matrices \(Q \in \mathbb{R}^{2 \times 2}\) have been approximated as diagonal matrices. Namely:

\[
Q = \begin{bmatrix}
\sigma_{x_s}^2 & 0 \\
0 & \sigma_{y_s}^2
\end{bmatrix}
\] (1)

where \(\sigma_{x_s}^2\) and \(\sigma_{y_s}^2\) represent the variance of the measurements along the \(x_s\) and \(y_s\) axis, respectively. In fact, as described in [23], the off–diagonal elements are negligible if compared to the diagonal elements.

We obtained the following experimental results (all results are in \(m^2\)):
• The covariance matrix of the measurements acquired with the Bumblebee2 stereo-camera is the following:
  \[ Q_s = \begin{bmatrix}
  1.8 \times 10^{-3} & 0 \\
  0 & 3.9 \times 10^{-4}
  \end{bmatrix} \]  
  (2)

• The covariance matrix of the measurements acquired with the Kinect RGB–D sensor is the following:
  \[ Q_k = \begin{bmatrix}
  2.7 \times 10^{-3} & 0 \\
  0 & 6.3 \times 10^{-3}
  \end{bmatrix} \]  
  (3)

It is worth noting that these results are obtained using the same resolution for both sensors, that is 640 x 480 pixel. Hence, it is possible to conclude that the stereo–camera provides more reliable relative position measurements: in fact, the values of the covariance matrix are significantly smaller, with respect to the ones computed for the RGB–D sensor.

IV. EKF–BASED LOCALIZATION USING SELF–SIMILAR LANDMARKS

We consider the problem of localizing a mobile robot operating in an indoor environment of known dimension, with the landmarks described in Section II–B scattered in it in known positions. The proposed localization method is based on the popular Extended Kalman Filter (EKF) Localization algorithm (see [23], [24]).

Algorithm 1 Extended Kalman Filter Localization

1: Algorithm EKF_Localization($\hat{\mu}_{k-1}, \hat{S}_{k-1}, u_k, z_k, m$)
2: $\hat{\mu}_k = g(g_{k-1}, u_k)$
3: $G_{k-1} = \left[ \frac{\partial g_i}{\partial \mu_j} \right] ; \quad V_k = \left[ \frac{\partial g_i}{\partial u_j} \right] \]
4: $\hat{S}_k = G_{k-1} \cdot \hat{S}_{k-1} \cdot G_{k-1}^T + V_k \cdot R_k \cdot V_k^T$
5: for all $z_{k,i}$ do
6: $H_k = \left[ \frac{\partial h_i}{\partial \mu_j} \right] ; \quad P_k = \left[ \frac{\partial h_i}{\partial \mu_j} \right]$
7: $K_k = \hat{S}_k \cdot H_k^T \cdot (H_k \cdot \hat{S}_k \cdot H_k^T + P_k \cdot Q_{x,y} \cdot P_k^T)^{-1}$
8: $\hat{\mu}_k = \hat{\mu}_k + K_k \cdot [z_{k,i} - h(\hat{\mu}_k, m)]$
9: $\hat{S}_k = (I - K_k \cdot H_k) \cdot \hat{S}_k$
10: end for
11: $\hat{\mu}_k = \hat{\mu}_k \cdot \hat{S}_k = \hat{S}_k$
12: return $\hat{\mu}_k, \hat{S}_k$

The algorithm is recursive and the $k$–th step is discussed. Here we consider $\hat{\mu}_k \in \mathbb{R}^3$ as the state vector representing the position and orientation of the robot, namely $\hat{\mu}_k = [x, y, \dot{\theta}]^T$.

Moreover, $u_k \in \mathbb{R}^2$ represents the input vector, namely $u_k = [\delta_R, \delta_L]$, with $\delta_R$ and $\delta_L$ the instantaneous displacement of the right and left wheels respectively.

The vector $z_{k,i} \in \mathbb{R}^2$ represents the measurement vector related to the $i$–th landmark, which has been detected by the on–board sensor, namely $z_{k,i} = [r_i, \alpha_i]^T$, where $r_i$ and $\alpha_i$ are the range and bearing measurements, respectively.

Let $m_i = [x_m, y_m]^T$ be the position of the $i$–th landmark according to the reference frame of the map, we define $m$ as the data structure containing the position information of the whole landmark set. The matrix $S_k$ is the covariance matrix associated to the estimation uncertainty.

Line 2 of Algorithm 1 represents the computation of the time propagation of the system: we consider the motion model of the the differential drive wheeled mobile robot (refer to [25]):

\[
g (\mu_{k-1}, u_k) = \begin{cases}
  x_k = x_{k-1} + \frac{\delta_R + \delta_L}{2} \cos \left( \varphi_{k-1} + \frac{\delta_R - \delta_L}{2d} \right) \\
  y_k = y_{k-1} + \frac{\delta_R + \delta_L}{2} \sin \left( \varphi_{k-1} + \frac{\delta_R - \delta_L}{2d} \right) \\
  \varphi_k = \varphi_{k-1} + \frac{\delta_R - \delta_L}{d}
\end{cases}
\]  
  (4)

where $d$ is the distance between the two actuated wheels.

In Line 3 of Algorithm 1, the two jacobians of the time propagation function are computed, with respect to the state vector $\mu_k$ and the input vector $u_k$. Then, Line 4 computes the prediction of the covariance matrix, and $R_k \in \mathbb{R}^{2 \times 2}$ is the covariance associated to the input noise.

Lines 5 to 10 compute the update steps of the Extended Kalman Filter for each landmark which has been detected by the sensor. In particular, Line 6 computes the jacobian of the output function $h (\hat{\mu}_k, m_i)$, defined as follows:

\[
h (\hat{\mu}_k, m_{k,i}) = \begin{cases}
  \rho_{k,i} = \sqrt{\Delta x_{k,i}^2 + \Delta y_{k,i}^2} \\
  \alpha_{k,i} = \tan^{-1} \left( \frac{\Delta y_{k,i}}{\Delta x_{k,i}} \right) - \varphi_k
\end{cases}
\]  
  (5)

\[
\Delta x_{k,i} = x_k - x_{m,i} \\
\Delta y_{k,i} = y_k - y_{m,i}
\]  
  (6)

where $\mu_k$ represents the state vector, and $p_k = [\Delta x, \Delta y]^T$.

Subsequently, Line 7 computes the so–called Kalman gain, $K_k$, exploiting the covariance matrix associated to the measurement uncertainty, that is $Q_{x,y} \in \mathbb{R}^{2 \times 2}$. In particular, the term $P_k \cdot Q_{x,y} \cdot P_k^T$ and the computation of the jacobian $P_k$ are necessary because, as described in Section III, we characterized the sensors with respect to the $(x,s,y)$ coordinates, and not according to the range and bearing considered in the output function. Then, in Lines 8 and 9, the estimation and covariance update are computed. Finally, in Line 11 the state and the covariance estimations are returned.

V. EXPERIMENTAL RESULTS

The localization algorithm described in Section IV has been implemented on an Adept MobileRobots Pioneer P3–DX robot, controlled by means of the software framework ROS (Robot Operating System) [26], [27].

A variable number of landmarks (from 1 to 5) have been placed in the environment, in known positions. The experimental setup is represented in Fig. 4.

In order to precisely evaluate the performance of the localization system, experiments have been implemented in static conditions. Namely, the objective of the algorithm is to compute the position of the robot under the following conditions:
Section III, the Bumblebee2 camera provides three different experimental setup, characterized by the presence of RGB–D sensor, and with the Bumblebee2 stereo–camera, in terms of position and bearing measurements (instead of measuring the variance along $(x_s, y_s)$ axes).

VI. ANALYSIS OF THE RESULTS AND CONCLUSION

In this paper we performed several experimental tests to compare the performance of 3D vision sensors for mobile robot localization. In particular, we adopted two different sensors: a PointGrey Bumblebee2 stereo–camera, and a Microsoft Kinect RBG–D sensor.

A localization algorithm based on Extended Kalman Filter has been implemented, to combine odometry with the measurement of the relative positions of artificial landmarks, defined by a self–similar pattern.

As expected, the higher quality of the stereo–camera produces better localization performance, in terms of precision, with respect to the RGB–D sensor. However, it is necessary to perform further experiments, in order to better evaluate the robustness of both sensors in realistic industrial applications, that is in the presence of worst environmental conditions.

Moreover, future work will also aim at better characterizing the quality of the measurements of the sensors. In particular, we will investigate the presence of possible systematic errors, that might be filtered to enhance the obtained results. Furthermore, we will provide better estimates of the covariance matrices, possibly characterizing them with respect to range and bearing measurements.
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